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Topics of Discussion

 Implementation Levels of Virtualization

 Virtualization Structures/Tools and Mechanisms

 Virtualization of CPU, Memory, and I/O Devices

 Virtual Clusters and Resource Management
• Cloud OS for Building Private Cloud

 Virtualization for Datacenter Automation
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Virtualization

 Virtualization
• Emulation of a computer hardware environment in software.

• A virtualization software layer known as Hypervisor or Virtual 
Machine Monitor (VMM) is needed.

• It presents all the necessary hardware components such as 
CPU, memory, storage, etc., to an hosting environment to make 
it appear that its is running on a real hardware device.

• Full Virtualization

• Para Virtualization

• Hardware Assisted Virtualization

 Virtual Machine

 Levels of Virtualization

 Virtualization Technologies

 Server Virtualization
• Window Servers

• Linux Servers

• Desktop virtualization
Prof. Paul Lin
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User’s View of Virtualization (Source: VMWare 2008)

Prof. Paul Lin

6

Figure 3.1 The Architecture of a Computer 

System before and after Virtualization
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Primitive Operations in Virtual Machines
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Virtual Machine, VMM or Virtualization Layer

 Virtual Machine
• A representation of a real machine using software that provides 

an operating environment which can run or host a guest 
operating system.

 Guest Operating System
• An operating system running in a virtual machine environment 

that would otherwise run directly on a separate physical system.

 Virtualization Layer or Virtual Machine Monitor
• The Virtualization layer is the middleware between the 

underlying hardware and virtual machine represented in the 
system, also known as virtual machine monitor (VMM)
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Figure 1.12 Three VM Architectures
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X86 Virtualization Layer (source: VMWare [2])
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Figure 3.2 Five Levels of  Virtualization ranging from 

Hardware to Applications

Prof. Paul Lin

12

Table 3.1 Relative Merits of Virtualization at Various 

Levels (More “X”’s means Higher Merits, with a 

Maximum of 5 X’s)
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Virtualization on Linux or Windows Platforms
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VM Technology for Supporting 

Cloud Computing

 Challenges for VM technology to support Cloud 
Computing
• 1. Ability to use a variable number of physical machines and VM 

instances

• 2. Slow operation of instantiating new VMs

 Why OS-Level Virtualization (benefits)
• Minimum startup/shutdown costs, Low resource requirement, 

and high scalability

• Synchronizing state changes when necessary
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Full vs. Para Virtualization

 Full Virtualization
• Guest OS and critical instructions are emulated through “Binary 

Code Translation”

• VMware Workstation applies full virtualization

• Slow down the performance

 Para Virtualization
• Guest OS, and non-virtualizable instructions are replaced by 

hypercalls (kernel calls) that communicate directly with the 
Hypervisor or VMM

• Guest OS has to be modified

• Disadvantages:

 Reduced Compatibility, Portability because of the modified 
OS

 Higher cost of maintenance due to deep OS modifications

• Supported by Xen, Denali and VMWare ESX
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Full Virtualization

Prof. Paul Lin



9

17

Para Virtualization
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Table 3.2 Comparison of Four VMM and Hypervisor 

Software Packages

 Vmware, www.vmware.com

 http://xen.org, Xen Hypervisor, Xen Cloud platform, Xen Arm

 KVM (kernel-based Virtual Machine), http://www.linux-
kvm.org/page/Main_Page
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Example 3-1. Virtualization on Linux or Windows 

Platforms

 Most reported OS-level virtualization systems are Linux-based.

 New hardware may need different Linux patched kernels to provide 
special support for extended functionality.
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Hypervisor
 Hypervisor (VMM)

• A hardware virtualization techniques allowing multiple guest OSs 
to run on a host machine.

• Provides hypercalls for the guest OSs and applications

• Depending on the functionalities, a hypervisor can
 Assume a micro-kernel architecture

 Or assume a monolithic hypervisor architecture like VMware ESX for server 
virtualization

 Types of Hypervisor

• Type 1 Hypervisor 
 Run on the bare metal hypervisor

• Examples:
 IBM CP/CMS hypervisor

 Microsoft Hyper-V 

• Type 2 (Hosted Hypervisor)
 Run over a host OS

 The hypervisor is the second layer over the hardware

 Examples: FreeBSD Prof. Paul Lin
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Hypervisor and XEN Architecture
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The XEN Architecture
 An open source hypervisor program developed by Cambridge 

University, http://xen.org

 Xen hypervisor (a micro kernel)

 Commercial Xen Hypervisors: Citrix XenServer, Oracle VM

 Domain 0 – Privileged guest OS of Xen
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Para-Virtualization with Compiler Support

 The KVM builds 
offers Kernel-
based VM on the 
Linux platform, 
based on Para-
virtualization
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Figure 3.8 The use of a Para-Virtualized OS assisted by 

an Intelligent Compiler to replace Non-virtualized OS 

Instructions by Hypercalls
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Example 3-3: VMWare ESX Server for Para-

Virtualization
 SCSI (Small Computer System Interface); NIC (Network Interface 

Card); SMP (Symmetrical Multiprocessing)
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Virtualization of CPU, Memory, and I/O 

Devices

 Hardware Support for Virtualization

 CPU Virtualization

 Memory Virtualization

 I/O Virtualization

 Virtualization in Multi-Core Processors
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Example 3-4: Virtualization Support at Intel
 EPT (Extended Page Table); VT-x (Intel’s Virtualization Technology)
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Example 3.5: Intel Hardware-assisted CPU 

Virtualization
 VMCS (Virtual Machine Control Structure)
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Intel Hardware-assisted CPU Virtualization

 COW – Copy On Write
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Virtual Clusters vs. Physical Clusters
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A Virtual Clusters based on Application Partitioning
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Virtual Clusters Projects
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Example 3.9: COD (Cluster-on-Demand) Project at Duke 

University
 DHCP (Dynamic Host Configuration Protocol); VCM (configuration 

Manager); NIS (Network Information Service)
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Example 3.10: VIOLIN Project at Purdue University

 Live VM migration to reconfigure a virtual cluster environment

 Five concurrent virtual environment, labeled VIOLIN 1-5, sharing two 
physical clusters.
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3.5 Virtualization for Data Center 

Automation

 Server Consolidation in Data Centers

 Virtual Storage Management

 Cloud OS for Virtualized Data Centers

 Trust Management in Virtualized Data Centers
• VM-based Intrusion Detection
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Example 3.11: Parallax Providing Virtual Disks to Clients VMs from 

a Large Common Shared Physical Disk
 .
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Cloud OS for Virtualizing Data Centers (VI: Virtual 

Infrastructure, EC2: Elastic Compute Cloud)
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Example 3.12: Eucalptus, An Open-SourceOS for Setting Up and 

Managing Private Clouds (IaaS)

 Three Resource Managers: CM (Cloud Manager), GM (Group 
Manager), and IM (Instance Manager)

 Works like AWS APIs
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Example 3.13: VMware vSphere 4 – A Commercial Cloud OS
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Trust Managmenet: VM-based Intrusion Detection

 IDS – Intrusion Detection System
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Example 3.14: Figure 3.30 Techniques for establishing trusted 

zones for virtual cluster insulation and VM isolation (EMC and 

VMware)
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Conclusion and Summary
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