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Ch. 4 - Topics of Discussion

 Cloud Computing and Service Models

 Data-Center Design and Interconnection Networks

 Architectural Design of Compute and Storage 
Clouds

 Public Cloud Platforms: Google App Engine, Amazon 
Web Services and Microsoft Window Azure

 Inter-Cloud Resource Management

 Cloud Security and Trust Management 
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4.2  Data-Center Design and Interconnection Networks

 Warehouse-Scale Datacenter Design

 Datacenter Interconnection Networks

 Modular Data Center in Shipping Containers

 Interconnect of Modular Data Centers

 Data Center Management Issues 

Prof. Paul Lin
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The Architecture of a Small 

Server Cluster ( ~ 1000 servers)

interconnected by an Ethernet switch and housed in a 

warehouse or in a container environment 

(Courtesy of Luiz  Barroso and Urs Holzle, Google Inc., 2009)
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Warehouse-Scale Computer and Datacenter 

(WSC) 

• Provides Internet services

 Search, social networking, online maps, video sharing, 

online shopping, email, cloud computing, etc.

• Differences with HPC “clusters”:

 Clusters have higher performance processors and network

 Clusters emphasize thread-level parallelism, WSCs 

emphasize request-level parallelism

• Differences with datacenters:

 Datacenters consolidate different machines and software 

into one location

 Datacenters emphasize virtual machines and hardware 

heterogeneity in order to serve varied customers

(Courtesy of Hennessy and Patterson, 2012)
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Typical Datacenter Layout
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Example 4.8 A huge datacenter that is 11 times the size of a 

football field, housing 400,000 to 1 million servers.
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Power Consumption in Servers 
(computer, network switches & routers, cooling supplies, Uninterrupted 

Power Supply) 
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Figure 4.9 The cooling system in a raised-floor datacenter with hot-cold air 

circulation supporting water heat exchange

• CRAC – Computer Room Air Conditioning (12 – 14 °C) 

Copyright © 2012, Elsevier Inc. All rights reserved.
4 - 10

(Courtesy of Luiz Andre Barroso and Urs Holzle, Google Inc., 2009) 
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• Two layers topology with multipath and fault tolerant capability

• Bottom Layer – Server nodes

Example 4.4 A Fat-free Interconnection Network for Data Center 

(Figure 4-10)
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Figure 4.12  BCube: A High Performance, server-centric network for modular 
datacenters. (Courtesy of C. Guo, et al, ACM SIGCOMM Computer Communication Review,  Oct. 

2009. [25]).

Example 4.5 A Server-Centric Network for Modular Data Center

Server --- O circle;    Switch -- Rectangle
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Figure 4-11 A modular datacenter built in a truck-towed ICE 

Cube container, that can be cooled by chilled air circulation 

with cold water heat exchange
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Figure 4.13   A 2-D MDCube (Modulized Datacenetr Cube) is constructed from 9  
BCube containers. (Courtesy of . Wu,  et al, ACM CoNEXT’09, Dec. 2009, [77]).

Inter-module Connection Networks
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Larger Datacenter Growth

 One at a time: 

 1 system

 Racking & networking: 14 hrs ($1,330)

 Rack at a time:

 ~ 40 systems

 Install & networking: .75 hrs ($60)

 Container at a time:

 ~1,000 systems

 No packaging to remove

 No floor space required

 Power, network, & cooling only

 Weatherproof & easy to transport

 Datacenter construction takes 24+ months

 Both new build & DC expansion require 

regulatory approval
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Cloud Computing

 Warehouse Scalable Computers (WSCs) offer 

economies of scale that cannot be achieved with a 

datacenter:

• 5.7 times reduction in storage costs

• 7.1 times reduction in administrative costs

• 7.3 times reduction in networking costs

• This has given rise to cloud services such as Amazon Web 

Services

 “Utility Computing”

 Based on using open source virtual machine and 

operating system software

(Courtesy of Hennessy and Patterson, 2012)
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4.3 Architectural Design of Compute and 

Storage Cloud

 Four Cloud Platform Design Goals
• Scalability

• Virtualization

• Efficiency

• Reliability

 Cloud-Enabling Technologies (hardware, software, 
networking)
• Fast platform deployment

• Virtual clusters on demand

• Multitenant techniques

• Massive data processing

• Web-scale communication

• Distributed storage

• Licensing and billing services

Prof. Paul Lin
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A Generic Cloud Architecture

Figure 4.14 A Security-aware platform built with a virtual cluster 

of VMs, storage, and networking resources
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Layered Cloud Architecture Development: 
Infrastructure, Platform, and Application

Figure 4.15 Layered architectural development of the cloud 

platform for IaaS, PaaS, and SaaS applications over the Internet
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Market-Oriented Cloud Architecture

 QoS (Quality of Service) based resource allocation 
mechanisms
• Users/Brokers

• SLA resource allocator

• VMs

• Physical machinec

 Critical QoS Parameters:
• Time

• Cost

• Reliability, and 

• Trust/security

Prof. Paul Lin
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Market-Oriented Cloud Architecture 
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Cloud Services and Major  Providers 
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Conclusion and Summary
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