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Ch. 4 - Topics of Discussion

Cloud Computing and Service Models
Data-Center Design and Interconnection Networks
Architectural Design of Computer and Storage Clouds

Public Cloud Platforms: Google App Engine, Amazon
Web Services and Microsoft Window Azure

Inter-Cloud Resource Management
» Resource Provisioning and Platform Deployment

Cloud'Security and Trust Management
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Cloud application (SaaS)
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Concur, RightNOW, Teleo, Kenexa, Webex,
Blackbaud, salesforce.com, Netsuite, Kenexa, etc.

Cloud software environment (PaaS)

Communications
(Caas)

Computational

resources (laas) | Storage (DaaS)

Force.com, App Engine, Facebook, MS Azure,
NetSuite, IBM BlueCloud, SGI Cyclone, eBay

Amazon AWS, OpSource Cloud, IBM Ensembles,
Rackspace cloud, Windows Azure, HP,
Banknorth

Collocation cloud services (LaaS)

Sawvis, Internap, NTTCommunications,
Digital Realty Trust, 365 Main

Network cloud services (NaaS)

Owest, AT&T, AboveNet

Hardware/Virtualization cloud services (HaaS)

VMware, Intel, IBM, XenEnterprise

Three Cases of Cloud Resource Provisioning
without Elasticity,

s Case (a): Overprovisioning with the peak load

» Fixed capacity

» Heavy resource waste shown in shaded area

= Case (b): Under provisioning #1 along the capacity line
(results in losses by both user and provider)

» Fixed capacity

» Paid demand by the users is not served

» Wasted resources still exist

= Case (c): Under provisioning # 2

» Fixed capacity

» Under provisioning, and then over provisioning, Under, ...

* Worse resource waste
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Three Cases of Cloud Resource Provisioning
without Elasticity.
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FIGURE 4.24

Three cases of cloud resource Provisioning without elasticity: (a) heavy waste due to overprovisioning,
(b} underprovisioning and (c) under- and then overprovisioning.
{Courtesy of Armbrus!, et al., UC Berkeley, 2009 [4])
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Three Resource-Provisioning Methods

= Demand-driven method

» Amazon implements autoe-scale feature in EC2 platform

» Easy to implement

» Does not work out right if the workload changes abruptly
= Event-driven method

» For seasonal or predicted events

» Anticipates peaks traffic before it happens

* Minimum loss of QoS

» Christmas time in the West, Lunar New Year in the East
s Popularity-driven method

* Internet searches for popularity of certain applications and
creates the instances

* Has a minimum loss of QoS
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FIGURE 4.25

EC2 performance results on the AWS EC2 platform, collected from experiments 2t the University of Southern
California using three resource provisioning methods.

(Courtesy of Ken Wu, USC)

» X axis: time scale in milli seconds
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Cloud provider

Organization's site

Peering
arrangement

Physical resources

Request
for VMs
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FIGURE 4.26

Cloud resource deplayment using an 1GG to allocate the VMs from a Local cluster to interact with the
|GG of a public cloud provider.

(Courtasy of Constanzo, ef al. [23])
Under peak demand: IGG (Intergrid Gateway) <> Other IGG to
allocate needed resources

Deploy applications in three steps: (1) requesting the VMs, (2)
enacting the leases, (3) deplefirg the VMs




Provisioning of Storage ResoUrces

= Storage Services in Three Cloud Computing Systems
» Google File System (GES)
» Hadoop Distributed File System (HDES)
+ Amamzon S3 and EBS (Elastic Block Storage)

= Typical Cloud Databases
» BigTable from Google
» SimpleDB from Amazon
» SQL service from Microsoft Azure
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Interactions among| VM Managers for Cloud Creation and Management

VYMInstance vm=vmms.submit{vmTemplate, host) vminstance.shutdown()

Template directory , WM manager service

ubuntu; 1 core; 128 Mbytes | Public API
fedora; 2 cores; 256 Mbytes

opensuse; 1 core; 512 Mbytes

Interface

| ' | OpenNebula | i ) (Emuiakr |
- laas ™ " OAR/Kadeaploy -
. = W v | “
Convert the generic template | Bl | | ]

to the virtual infrastructure
engine format - —

Local physical -
infrastructure Grid'5000

FIGURE 4.27

Interactions amang YM managers for cloud creation and management; the manager provides a public
AP far users to submit and control the VMs.

(Cowrtesy of Constanao, Assuncae, and Buyya [17])




Example 4.6 Experiments on an InterGrid Test Bed Over Grid’5000
Figure 4.28 (French experimental grid platform: 4,792 processor, cores on

nine grid sites across France);
https://www.grid5000.fr/mediawiki/index.php/Grid5000:Home
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Figure 4.28 Cloud loading results at four. gateways at resource sites in

the Grid5000 system

= Load Characteristics under. 4 Gateway Scenario

= Rennes, the site with a heavy load benefits from peering with

other gatewas

I Load without peering|
I Load when peering

Load accepted
" Load redirected

Rennes
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https://www.grid5000.fr/mediawiki/index.php/Grid5000:Home

4.5.4 Global'Exchange of Cloud ' Resources
Melbourne group’s Inter-Cloud Architecture

Request Negofiate/bid. - - pypjish offers
capacity - T \||'

i D
H Bank |
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Enterprise o

resource .. 4
R |

Global cloud

| u exchange . =1 |
Ent rise _IT__J- | . =
nterprise IT consumer L W,
Storage cloud

FIGURE 4.30
Inter-cloud exchange of cloud resources through brokering.
(Cowtasy of R. Buwa, et al., University of Melbourne [12])
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Cloud Security and Trust Management

s Cloud Services Users should be free from

» Abuses, Violence, Cheating, Hacking, Viruses, Rumors,
Pornography, Spam, Privacy and copyright violations

= Trust (social problem) — solved by technical approaches

s Three basic cloud security enforcements
» 1) Facility security in data centers

* 2) Network security
= Fault-tolerant external firewalls
= Intrusion detection systems
= Third-party vulnerability assessment

» 3) Platform security
= SSL (Secure Socket Layer) and data decryption

= Strict password policies
= System trust certification
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Cloud! Security, Responsibilities

= Confidentiality, Integrity, Availability

Very High
Migh

Medium

e # Secird Raquamants

Rolstion

paa AAS

AN A "

AN A A
Cloud Servie Modely

Clowd Service Provider Cloud Service User

Figure 1.28 Internet security responsibilities by cloud service providers and by users.
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Figure 4.31 Basic Cloud Security.

Cloud service models
Security, privacy, and copyright protection measures
needed at various cloud service levels
Applications
- Binary analysis, scanners, WebApp firewalls,
API - SerleE=m transactional security, copyright protection
s

Data loss protection, commen log file,
"o tEata ) Datainformation activity, meonitoring, encryption,
data coloring (watermarking)

Government risk management and compliance,

) Management identity and access management, virtual
machines (VMs), patch management

Network IDS/IPS, firewalls, data processing
Ep  Networking information, Ant-DDoS, QoS, DNSSEC

- Trusted computin Haraware and software RoT and APls,
PULNG 4 ot overlay and reputation systems

Compute and IDS/IPS, host-based firewalls, integrity and
storage fire/log management, encryption. masking

Acronyms:

IPs: Intrusion-prevention system

RoT: Root of trust

DDoS Distributed denial of service

DNSSEC: Domain Name System Security Extensions
QoS Cuality of service

(b)

FIGURE 4.31

Cloud service models on the left and corresponding security measuras on the right: the lzasS s at the

innermost level, PaaS i at the middle level, and SaaS is at the outermost level, including all resources.
(Courtesy of Hwang and Li [36])




Eight Protection Schemes to Secure Public Clouds and Data

Centers

Table 4.9 Physical and Cyber Security Protection at Cloud/Data Centers

Protection
Schemes

Secure data centers
and computer
buildings

Use redundant utilities
at multiple sites

Trust delegation and
negotiation

Worm containment
and DDoS defense
Reputation system for
data centers
Fine-grained file
access control
Copyright protection
and piracy prevention
Privacy protection

Brief Description and Deployment Suggestions

Choose hazard-free location, enforce building safety. Avaoid windows, keep buffer
zone around the site, bomb detection, camera surveilancs, earthquake-proof, ete.

Multiple power and supplies, aternate network connections, multiple databases at
separate sites, data consistency, data watermarking, user authentication, etc.
Cross certificates to delegate trust across PKI domains for various data centers,
trust negotiation among certificate authorities (CAs) to resolve policy conflicts
Internet worm containment and distributed defense against DDoS attacks to
secure all data centers and cloud platforms

Reputation system could be built with P2P technology; one can build a hierarchy
of reputation systems from data centers to distributed file systems

Fine-grained access control at the file or object level; this adds to security
protection beyond firewalls and IDSes

Piracy prevention achieved with peer collusion prevention, filtering of poisoned
content, nondestructive read, alteration detection, etc.

Uses double authentication, biometric identification, intrusion detection and disaster
recovery, privacy enforcement by data watermarking, data classification, etc.

A public
cloud

Data centers

Cloud platform provisioning of virtualized compute, storage,
=% and network resources plus software and datasets from multiple
data centers to satisfy the demands of multitenant applications

Y

Trust delegation, reputation
systems, and data coloring for

protecting cloud resources ¥
provisioned from data centers |

*
|
1
|
|

- Resource provisioning, virtualization,
management, and user interfaces

FIGURE 4.14

] l .

Services catalogs ’_‘

Security and performance
maonitoring

A security-aware cloud platform built with a virtual cluster of VMs, storage, and networking resources
over the data-center servers operated by providers.




Example 4.7 Cloud Security: Safeguarded by Gateway and
Firewalls
Figure 4.32 The typical security structure by a secured gateway plus
external firewalls to safeguard'the access of public or, private clouds

Cloud computing

Web services client

IApplication server

Vordel XML

Message queue gateway

Browser

Vordel

Database reporter

4.6.2 Distributed Intrusion/Anomaly
Oth(la)r Cloud security concerns: Data lock-in preblem, network attacks
or.abuse

Figure 4.33 Distributed Defense against DDoS (Distributed Denial of
Service)

* Flooding attack pattern

» Hidden attacker launched the attack from many zombies toward a
victim server at the bottom Router. RO.

E Victim
n DDoS attacking zombies
== Malicious attacking flows

(a) Traffic flow pattern of a DDoS attack (b) The attack traffic flow tree over 10 routers
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Example 4.8 Man-in-the-Middle Attacks

» VM migration from VMM A => Security Vulnerable Network => VMM B

s The attacker. can view the VM contents, steal sensitive data , or, modify.
content

. Network i ;
VM instance ' VM instance

Can modify arbitrary VM R
OS/application state

Host A
Host VMM A migrates VM Host VMM B
to Host B

Man-in-the-middle attack f

Unencrypted
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Figure 4.36 Reputation Systems for. Social
Networks and Cloud Systems

= Design options
» Centralized reputation system
» Decentralized reputation system

Reputation systems
[

Centralized Distributed

I I I I

User-oriented ] ( Data center-based ] [ User-oriented ] [ Data center-based ]

eBay J Google Aberer and Vu, et al. [64]
cespoore L] _
Social network J Amazon PeerTrust [69] PowerTrust [72]

EigenTrust [33]
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Trust Overlay Networks

Terminate DDoS

Misuse Anomaly
attacks

|Alerlvulnerablehosls | | | | Penalize pirates | | detection detection

| Waorm containment | | DDoS defense and piracy prevention | | Hybrid intrusion detection |

Distributed defence against worms, DDoS attacks, and copyright violations

Defense against
piracy or network
attacks
Trust overlay networks over
cloud resources sites
and datacenters

Reputation aggregaticn
and integration

Distributed reputation aggregation and probing of piracy colluders

| User/server authentication Access authorization Trust delegation Data integrity control |

| Trust integration/negotiation over distributed cloud resource sites

FIGURE 4.36
DHT-based trust averlay netwarks built over cloud resources provisioned from mutltiple data centers for trust
management and distributed security enforcement.

{Courtesy of Hwang and Li [36])

Data Coloring and Cloud Watermarking

= Data coloring: Labeling each data object by a unigue
color

Cloud drops (colors)

Wirtual
storage

Data
coloring

User data — Colored

Ex'
t en Backward Cloud
—— color «—  drops +— Colored
He' i
generator extracting l

>

k.,
"~ Confirmation
. Megotiation
Data Service

owner provider

FIGURE 4.35a
Data coloring with cloud watermarking for trust management at various security clearance levels in data
centars.

{Courtesy of Hwang and Li [30])
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M. Armbrust, et al, “Above the Clouds: A Berkeley View of Cloud
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K. Hwang and D. Li, “ Trusted Cloud Computing with Secure Resources
and Data Coloring”, IEEE Internet Computing, Sept. 201.0.
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Technology and Future Trends”, IEEE Computer, May 2005, pp.39-47.

B. Sotomayor, R. Montero, and . Foster, “Virtual Infrastructure

Management in Private and Hybrid Clouds”, IEEE Internet Computing, Sept.

2009
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Conclusion and'Summary.
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