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Topics

 High Performance Computation
• Parallel Matrix Multiplication

• Computational Complexity and Analysis

 Parallel Programming on Amazon Web Service (AWS)
• Amazon Platforms and Service Offerings

• AWS Elastic Compute Cloud (EC2)

• AWS Simple Storage Services (S3)

• AWS Elastics Bock Store (EBS)

• AWS Simple DS

4

Parallel Matrix Multiplication

 Matrix, 
https://en.wikipedia.org/wiki/Matrix_(mathematics)

https://en.wikipedia.org/wiki/Matrix_(mathematics)
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Parallel Matrix Multiplication

 Matrix, https://en.wikipedia.org/wiki/Matrix_(mathematics)
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Parallel Matrix Multiplication

https://en.wikipedia.org/wiki/Matrix_(mathematics)
//upload.wikimedia.org/wikipedia/commons/b/bb/Matrix.svg
https://en.wikipedia.org/wiki/File:Matrix_multiplication_diagram_2.svg
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Computational Complexity Analysis

8

When n is very Large – Computational Cost

 Reading and storing large number of input and output matrix 

elements demand excessive I/O time and memory space

 Data reference locality demands many duplications of  the row 

and column vectors to local processors

 The Map functions in MapReduce model.

 Dot products can be done on the Reduce Nodes 

in parallel blocks identified by “keys”

 Demand large-scale shuffle and exchange sorting and grouping 

operations over all intermediate  <key, value>  pairs, even 

externally in and out of disks.

 The task fork out from the master server to all available Map 

and Reduce servers (workers) may result in scheduling 

overhead.
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Ideas of Parallel Matrix Multiplication

 Each time unit counts the time to carry out the dot product of 

two n-element vectors. (repeated multiply-and-add operations     

over a row vector of A and a column vector of B).

 In the sequential execution, it take n2 time units to generate the    

n2 output elements in the product matrix C. Here, the example 

matrix has an order n = 1,024.

 If you partition the matrix into 16 equal blocks (64 x 64 each). 

Then, only 256n output elements are generated in each block. 

Thus 16 blocks can be handled by 16 VM instances in  parallel.

 In theory, the total execution time should be shortened to 1/16 

of the total sequential execution time, if all communication and 

memory-access overheads are ignored.  
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Ideas of Parallel Matrix Multiplication
Input Matrix 
partitioning
by row vectors of 
matrix A and by 
column vectors of 
matrix B or by row 
vector of the  
transposed matrix 
BT

Dot Product 
Parallelization into 
Blocks affect the Reduce 
speed and efficiency in 
the computation section 
of the entire MapReduce
process.

Matrix C
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Parallel Matrix Multiplication (cont.)

• Similarly, if you use 64 VM instances, you should 

expect a 1/64  execution time. Use up to the 

maximum number of 128 machine instances, if it 

is allowed in your assigned Amazon account.

• In the extreme case of using n2 instances (1 M or 

220  instances), you may end up with only one 

time unit to complete the total execution.   That is 

not allowed in the AWS platform, realistically 

speaking.
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Hadoop and Amazon Elastic MapReduce

 A software platform originally developed by Yahoo to 
enable user write and run applications over vast 
distributed data.

 Attractive Features in Hadoop:

• Scalable

• Economical: an open-source MapReduce

• Efficient

• Reliable
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AWS Usage Growth

Bandwidth consumed by

Amazon Web Services

Bandwidth consumed by

Amazon’s global websites
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The AWS Platform
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Major Service Modules for IaaS on the AWS 

Platform

Amazon  Physical  Infrastructure

Controller

Launch 

Controller

Monitor 

Controller

Shutdown 

Controller

Billing 

Controller

Services

Simple DB EC2 SQS S3

Amazon Application
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Amazon Web Services (AWS)

Compute
Amazon Elastic 

Compute Cloud (EC2)
-Elastic Load Balancing

-Auto Scaling

Storage
Amazon Simple 

Storage Service (S3)
-AWS Import/Export

The AWS Infrastructure Platform

Content 
Delivery

Amazon 
CloudFront

Messaging
Amazon Simple 
Queue Service 

(SQS)

Payments
Amazon 
Flexible 

Payments 
Service (FPS)

On-Demand 
Workforce

Amazon 
Mechanical 

Turk

Parallel 
Processing

Amazon Elastic
MapReduce

Monitoring
Amazon CloudWatch

Database
Amazon RDS

Amazon SimpleDB

Management
AWS Management 

Console

Tools
AWS Toolkit for 

Eclipse

Isolated Networks
Amazon Virtual 
Private Cloud

(Courtesy of AWS, 2012)
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Amazon EC2 Execution Environment

Virtualization Layer

Compute Storage Server

Public 
AMIs

Private
AMIs

Paid 
AMIs

· Elastic IP address

· Elastic Block Store

Amazon Machine Image

Create 
an AMI

Create 
Key Pair

Configure 
Firewall

Launch
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Image Type Definition

Private
Images created by you, which are private by default. You can grant access 
to other users to launch your private images.

Public

Images created by users and released to the Amazon Web Services 
community, so anyone can launch instances based on them and use 
them any way they like. The Amazon Web Services Developer 
Connection Web site lists all public images.

Paid
You can create images providing specific functions that can be launched 
by anyone willing to pay you per each hour of usage on top of Amazon  
charges. 

Amazon Machine Images (AMI)

 AMI is a packaged server environment in EC2, based on Linux running any 

user software or application. AMIs are the templates for VM instances. 

 Elastic IP address is specially reserved for EC2. Elastic Block Store  offers 

persistent storage for EC2 instances.  
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AWS Virtual Private Cloud (VPC)

http://www.ibm.com/developerworks/opensource/library/ar-cloudaws3/index.html#resources
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Amazon S3 for Storage Provisioning

 Object is the 
basic unit of data

 Bucket for storing 
objects

 Key for data 
object retrieval

 Object is 
attributes to 
values, metadata, 
and access 
control 

REST Interface SOAP Interface

Virtualization Layer

Bucket

Object

· Key

· Value

· Meta-data

· Access 
Control

User

Copyright © 2012, Elsevier Inc. All rights reserved.
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Python Code Solution by Risheng Wang, USC, 
2011

Input Files for left Matrix A and right Matrix B

(Courtesy of R. Wang, USC, 2011)
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Input Files for left Matrix A and right Matrix B
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The Output File for Matrix 
C
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The Output File for Matrix 
C

Block number is the key

Copyright © 2012, Elsevier Inc. All rights reserved.
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NB = No. of blocks in each 
row 
(or in each transposed 
column)
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ib  = row index of each 
block

jb = column index of the 
block

ib * NB + jb 
= Block 
number

NB = No. of 
blocks 

in each 
row

Copyright © 2012, Elsevier Inc. All rights reserved.
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Multiply-and-Add (dot 
product)
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A submatrix (128x128) for 
each of 64 = 8x8 blocks, if 

the block size is 128 
elements

Copyright © 2012, Elsevier Inc. All rights reserved.
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Results on Computing Time 
and Communication Time 
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Some Observations :
 Block size is very sensitive to the speedup performance and 

implementation efficiency of the MapReduce process. The 

optimal choice should match with the cache size of the server 

nodes used.

 The speedup is slowed down by many overhead factors, such 

as data I/O and replication times, intermediate  < key, value> 

matching, storing and retrieval, sorting and grouping, and the 

parallel task scheduling overheads, etc.

 The optimal number of server or VM instances is a direct function 

of the matrix order (n), effective dot product  computing using 

GPU subcluster, and the reduction of all  sorts of delays caused 

by parallelism handling, communication  latency, memory and 

I/O overheads, etc.  


